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Abstract 
The linear mechanism of generation, intensification 

and further nonlinear dynamics of internal gravity 

waves (IGW) in stably stratified dissipative 

ionosphere with non-uniform zonal wind (shear flow) 

is studied. In the ionosphere with the shear flow, a 

wide range of wave disturbances are produced by the 

linear effects, when the nonlinear and turbulent ones 

are absent. 

 

1. Introduction 
Internal gravity waves (IGWs) play an important role 

in the formation of the general circulation, thermal 

regime, and composition of the middle and upper 

atmosphere. According to present knowledge, the 

main portion of IGW energy reaches the middle and 

upper atmosphere from tropospheric sources. In the 

middle and upper atmosphere the amplitudes of 

waves increase, they break and produce substantial 

amounts of heat and momentum (Holton, 1983). 

Several parametrizations have been developed for 

the turbulent viscosity, mean low drag and heating 

rates produced by dissipating IGWs (Lindzen, 1981; 

Matsuno, 1982; Holton, 1983; Gavrilov, 1990; Fritts 

and Lu, 1992; Medvedev and Klaassen, 1995; Hines, 

1997). 

One of the important properties of IGW is their 

significant influence on the distribution of the 

electromagnetic waves in atmospheric-ionosphere 

layers. Consequently, ionosphere electric currents 

and electromagnetic fields may re-influence the wave 

properties of IGW at ionosphere altitudes.  

The results of long-term observations 

(Kazimirovskii, 1983) also show that at the 

atmospheric-ionospheric layers the spatially non-

uniform zonal winds - the shear flows are 

permanently present, produced by nonuniform 

heating of the atmospheric layers by the solar 

radiation. In this context the problem of the 

generation and evolution of ordinary and magnetized 

waves at different layers of the atmosphere during 

their interaction with non-uniform zonal wind (shear 

flow) becomes urgent. 

In this paper we study the linear evolution of 

IGW in shear zonal flows (winds) in different regions 

of the ionosphere. At the initial linear stage in the 

dynamic equations the perturbed hydrodynamic 

quantities are given by SFH, which corresponds to 

non-modal analysis in a moving coordinate system 

along the background wind. Non-modal 

mathematical analysis allows replacement of the 

spatial non-uniform nature of the perturbed quantities, 

associated with the basic zonal flow, by temporal one 

in the basic equations and trace the evolution of SFH 

disturbances according to time.  

 

2. Nonmodal Analysis of IGW 
Analysis of the features of magnetized IGW waves at 

the linear stage in the ionosphere should be 

conducted in accordance with a non-modal approach. 

For this purpose, the moving coordinate system 

1 1 1X O Y  is more convenient with origin 1O  and the 

axis 1Y , which coincides with the same 

characteristics of the equilibrium local system XOY , 

the axis 1X  flowing along the unperturbed 

(background) wind. In this reference frame, For each 

perturbed quantities, we obtain equations for Spatial 

Fourier Haronics (SFP):                                                  
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Normalized energy density of the Fourier 

harmonics have the following form:                                                      
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In the initial stage of evolution when 

000  xz kkk /)(  (when 0)(zk ) over time  , 

z x0 k (0) / (Sk )     , in (4) the denominator 

decreases and, accordingly, the energy density of 

IGW increases monotonically and reaches its 

maximum value (exceeding its initial value by an 

order) at the time  . Further, at    the 

energy density begins to decrease (when 0)(zk ), 

and monotonically returns to its initial approximately 

constant value. In other words, in the early stages of 

evolution, temporarily, when 0)(zk and IGW 

perturbations are in the intensification region in 

wave-number space, the disturbances draw energy 

from the shear flow and increase own amplitude and 

energy by an order during the period of time 

z x0 k (0) / (Sk ) 100      . Then (if the 

nonlinear processes and the self-organization of the 

wave structures are not turned on), when 0)(zk , 

IGW perturbation enters the damping region in wave 

number space and the perturbation returns energy 

back to the shear flow over time    and so 

on. Such transient redistribution of energy in the 

medium with the shear flow is due to the fact that the 

wave vector of the perturbation becomes a function 

of time )(kk  , i.e. disturbances’ scale splitting 

takes place. The structures of comparable scales 

effectively interact and redistribute free energy 

between them. Taking into account the induction and 

viscous damping the perturbation’s energy reduction 

in the time interval    is more intensive 

than that shown on fig. 1, the decay curve in the 

region    becomes more asymmetric (right-

hand side curve becomes steeper), and part of the 

energy of the shear flow passes to the medium in the 

form of heat.  

 

 

 

            

 

 

Fig.1 

 

3. Summary and Conclusion 
In this article the linear stage of generation and 

further nonlinear evolution of IGW structures in the 

dissipative stably stratified ionosphere in the 

presence of shear flow (non-uniform zonal wind) is 

studied. A model system of dynamic nonlinear 

equations describing the interaction of internal 

gravity structures with viscous ionosphere, non-

uniform local zonal wind, and the geomagnetic field 

is obtained. On the basis of analytical solutions and 

theoretical analysis of the corresponding system of 

dynamic equations a new mechanisms of linear 

transient pumping of shear flow energy into that of 

the wave perturbation, wave amplification (multiple 

times) is revealed.  
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Abstract 

A toy model of “Earth-like” magnetotail dynamics 

capable of separately incorporating the Dungey and 

Vasyliunas Cycles is presented. This makes it 

applicable to Mercury, Earth, Jupiter and Saturn. The 

model is also capable of incorporating dynamical 

noise in the system. No previous model has this level 

of generality. Evidence is presented of the existence of 

limit cycles in the dynamics of the model. Limit cycles 

correspond to periodic behavior but the waveform 

need not be a simple sinusoid. The presence of limit 

cycles in the system dynamics implies that under some 

driving conditions, magnetotail plasmoid formation 

can be a predictably repeating process. 

1. Introduction 

The magnetospheres of the planets, Mercury, Earth, 

Jupiter and Saturn can all be described globally as 

having a compressed nose on the sunward side, up-

stream in the solar wind and a long, stretched 

magnetotail on the night, down-stream side. When 

conditions are appropriate all four magnetotails can 

undergo a cyclical process of plasmoid formation 

driven either by the solar wind/Dungey Cycle 

(Mercury, Earth), atmospheric rotation/Vasyliunas 

Cycle (Jupiter) or both (Saturn) [1]. A toy model 

describing the dynamics of plasmoid formation, 

applicable to all of these planets is useful for 

understanding the variable responses to different 

driving conditions and how predictable the system is. 

Such a model is presented here. Although other types 

of behavior are possible (e.g. stochastic and chaotic 

modes) the results presented here focus on evidence 

for the existence of limit cycles (periodic behavior) at 

certain parameter values. The model is based on the 

analogy between magnetotail plasmoid formation and 

the formation of water drops by a leaking tap [2] and 

is an extension of the Shaw model of a leaky tap [3]. 

This models the leaky tap as a mass on a spring under 

gravity, with mass increasing at a constant rate. The 

analogy between the three systems is close because of 

the tension force involved; elasticity in the spring, 

water surface tension in the leaky tap and magnetic 

tension in the magnetotail. 

2. The Model 

The model is a form of non-linear relaxation oscillator 

given by the following equations: 

 𝐹 = 𝑚𝑔 − 𝑘𝑥 − 𝐶𝑑𝑎𝑚𝑝
𝑑𝑥

𝑑𝑡
− 𝐶𝑑𝑟𝑎𝑔 (

𝑑𝑥

𝑑𝑡
)

2

           (1) 

𝑑𝑚

𝑑𝑡
= 𝐶𝐷 ± 𝑤𝐷 + 𝐶𝑉 ± 𝑤𝑉                    (2) 

∆𝑚 =  𝐶𝑢
𝑑𝑥

𝑑𝑡
|

𝑥=𝑥𝑐

                                (3) 

(1) represents the forces on the spring (from left to 

right, gravity, the elastic restoring force, damping by 

heat generation and viscous drag). 𝐹 is the total force, 

𝑚 is the attached mass (not constant), 𝑘 is the spring 

constant, 𝑥  is the displacement, 𝑡 is time and 𝐶𝑑𝑎𝑚𝑝 

and  𝐶𝑑𝑟𝑎𝑔  are the damping and drag constants, 

respectively. (2) describes the continuous rate of 

change of mass and has four terms. 𝐶𝐷  and 𝐶𝑉 are the 

rates of increase of attached mass due to the Dungey 

and Vasyliunas Cycles, respectively. The time 

dependence of the values of 𝐶𝐷  and 𝐶𝑉 may be altered 

arbitrarily in the model. In this paper, however, each 

is set to be constant for the whole of any given model 

run. 𝑤𝐷 and 𝑤𝑉 are noise terms that modify the values 

of 𝐶𝐷  and 𝐶𝑉 . These may be set to zero (purely 

deterministic case) or to select from any pseudo-

random distribution realisable in Matlab at each time 

step of the model run. These variations represent 

dynamical noise. (3) represents the instantaneous loss 

of mass when a plasmoid detaches at the critical 
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displacement, 𝑥𝑐 . ∆𝑚 is the instantaneous mass lost. 

𝐶𝑢 is a constant of proportionality that may take any 

positive finite value but is fixed for any given model 

run. 

3. Results 

For some sets of parameter values, the behavior of the 

model, as viewed in the system phase space, is that of 

an attracting limit cycle. A limit cycle is a closed loop 

in phase space. Once on a limit cycle, the system can 

never escape it. Limit cycles represent periodic 

behaviour but not necessarily a simple sinusoidal 

oscillation. An attracting limit cycle is a limit cycle 

that attracts nearby points in phase space on to it given 

sufficient time. Figure 1 shows a trajectory in the 3-D 

phase space of the model presented in section 2, above, 

that is an example of an attracting limit cycle. As time 

goes on, points on the trajectory get progressively 

lighter, as indicated by the colour bar. The trajectory 

can be seen to settle on a repeating distorted helix at 

late times. This is the limit cycle. Figure 2 shows the 

discrete masses lost over time for the same model run 

as represented in Figure 1. Time is on a log scale to 

clearly illustrate early behavior. It can be seen that the 

system rapidly settles into a pattern of releasing 

identical amounts of mass at constant time intervals. 

This is analogous to repeatedly forming plasmoids of 

uniform size at constant time intervals. 

Figure 1: This is the example of an included figure. 

 

Figure 1: (Above) an attracting limit cycle in the 

model phase space. (Below) A zoom into the top 

region of the attracting limit cycle. It can be seen that 

at late times (lighter points) the trajectory has 

converged on to the centre of the approximately 

helical structure. This is the limit cycle. 

 

Figure 2: The discrete masses lost as a function of 

time (log scale). Note the rapid convergence to 

periodic behavior. The solid black line is an aid to the 

eye: masses are lost as discrete amounts at times 

marked by the black X symbol. 

4. Conclusions 

The model presented has attracting limit cycles in its 

phase space for some parameter value sets. These 

correspond to periodic behaviour. When viewed in 

terms of discrete mass lost, analogous to drops of 

water in the leaky tap case and plasmoids in the 

magnetotails case, the behaviour is seen as a brief 

transient followed by regular release of the same 

amount of mass at uniform time intervals. This is 

qualitatively the same as the behaviour of Earth’s 

magnetotail at times of low to moderate substorm 

activity. 
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Abstract

We present results of the processing of short–time
AKR (Auroral Kilometric Radiation) bursts recorded
onboard Interball–2 mission (POLRAD experiment).
POLRAD was a swept–frequency radio–spectrograph
working mostly in the frequency range 4 kHz–1 MHz.
Sweep duration with a 4 kHz wide filter was 6 s, but
for the single frequency step, data integration time was
only 6 ms [1].

Preliminary analysis of the distribution of short
AKR bursts number in function of their intensity
showed for higher intensities a power–law fall (in a
log–log scale) characteristic for the Self–Organized
Criticality (SOC) systems [2].

We present here results of analysis for a much larger
data sample consisting of 241 data sets (vs. 53 cases
in [2]). As in the previous paper, for analysis of the
power–law part of the distribution, we applied method
proposed by Clauset et al., [3] subsequently discussed
for power–law–distributed solar data by D’Huys et al.,
[4]. We found about 80% of scaling parameters va-
lues α within the [2.0-3.0] interval with the dominant
value≈ 2.5. We also compared fits to our data of three
different distributions: powerlaw, exponential and log-
normal. The powerlaw distribution fits data better than
the exponential, but for the powerlaw distribution vs.
the lognormal our results are not conclusive.

SOC is a rather general concept, and at first we de-
cided to fit the AKR bursts data to a simple analyti-
cal model, the logistic–growth model [5], using AKR
waveform data from the French MEMO experiment
[6]. Results agree well with the expected growth rates
for the AKR cyclotron maser instability.

MEMO data are very scarce, but we can see, that
data integrated in a 6 ms time window consist in some
cases from more than one AKR burst. Such lack of
time resolution can lead to the overestimate of the scal-
ing parameter α [7,8].
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Abstract 

Surveys are often undertaken of spacecraft 

magnetometer (and plasma) data to locate various 

products of reconnection within planetary 

magnetotails (e.g. flux ropes).  These surveys of in-

situ data are constrained by both the orbits of the 

spacecraft and the numerical limits placed upon the 

required signatures (e.g. field deflections).  A simple 

Monte Carlo model is presented that allows the 

investigation of the effect of orbital sampling on the 

inferred distribution of flux ropes. It is found that, for 

MESSENGER surveys of Mercury’s magnetotail, at 

least 200 orbits are generally required to accurately 

determine the underlying population.  However, this 

number is a function of both the width of the 

structures and the precision to which the distribution 

is required. Fitting Monte Carlo simulations to the 

results of a recent survey [1] suggests that the center 

of Mercury’s neutral line is offset dawnward of 

midnight by ∼ 0.4 RM.  The downtail location of the 

neutral line is not consistent with previous studies 

unless dissipation terms are included planetward of 

the reconnection site. The identification bias caused 

by various selection criterion are probed by 

simulating flux ropes using the force-free model. The 

results are shown with respect to two recent surveys; 

each can be seen to preferentially select a slightly 

different subset of the underlying population.  

Correcting for these effects allows a more complete 

description of the underlying distribution. 
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MHD and empirical models 
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Abstract 
We simulate temporal variations of the subsolar 
magnetopause and cusp positions using global 
magnetohydrodynamic (MHD) models and 
compare predictions with the corresponding 
empirical models. In the second part, we calculate 
X-ray images from the MHD simulations. Results 
of this work can be used in preparation to the 
forthcoming SMILE mission. 

1. Introduction 
Global MHD models have been successfully used 
in different areas of space and planetary physics, 
including propagation of transient solar wind 
structures in the inner heliosphere [1], interaction of 
the solar wind with the interstellar medium, 
interaction of the solar wind with the Earth’s 
magnetosphere [2] as well as with other planetary 
magnetospheres and even moons [3]. The latter 
paper illustrates that MHD models can be coupled 
with kinetic models in the regions where kinetic 
physics is essential for large scale dynamics. 
 
MHD simulations help in studying the magneto-
spheric response to solar wind variations. Results of 
MHD models have been often compared with in-
situ measurements [e.g., 4] or alternatively with 
empirical statistical models [5,6]. In particular, 
empirical magnetopause models [7,8] based on 
large databases of magnetopause crossings specify 
magnetopause shape with analytical functions and 
deduce relations between solar wind  parameters (in 
[8] also taking into account the dipole tilt) and 
parameters that characterize the magnetopause 
shape. In general, global MHD models are in 
reasonably good agreement with empirical 
magnetopause models, except that some empirical 
models predict much stronger variations of 
magnetopause positions with solar wind parameters 
and dipole tilt than others [6]. 
 

Three stationary solutions were simulated in [6] to 
compare predictions of the magnetopause positions 
at subsolar point and in terminator plane.  We 
extend this approach here by simulating an 8-hours 
solar wind interval on 2 November 2009 and 
comparing predictions of empirical and MHD 
models. Moreover, we have studied temporal 
variations of cusp latitudes in dependence on solar 
wind conditions.  
 
2. Magnetopause and cusp 
positions 

 

Figure 1: Top: variations of the subsolar 
magnetopause with time. Blue and red lines 
correspond to BATSRUS [2] and LFM [9] MHD 
models respectively, black solid line – Shue et al.’s 
model [7], black dashed line – Lin et al.’s model 
[8], green star indicates a THEMIS magnetopause 
crossing. Bottom: variations of the open-closed 
boundary (OCB) latitudes with time. Blue and red 
lines – results of BATSRUS [2] and LFM [9] 
models, black lines – OCB latitude in empirical 
models (subsolar point obtained by Shue et al.’s 
model was traced along field lines by Tsyganenko 
(T01) magnetospheric model. Solid and dashed 
lines correspond to the north and south cusps. 
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Fig. 1 compares the results of MHD simulations 
with predictions of empirical models. We note a 
good agreement in predictions of the subsolar 
magnetopause distance between both MHD models 
and the empirical Shue et al.’s model, while the Lin 
et al.’s model predicts a slightly larger 
magnetopause distance. The predictions of MHD 
and Shue et al.’s models well agree with the 
THEMIS magnetopause crossing indicated by the 
green star. Both MHD models yield quantitatively 
and qualitatively similar variations in the OCB 
latitude which corresponds to the south edge of the 
cusp.  

3. X-ray images in MHD 
simulation 

 
 
Figure 2. Simulated intensity of X-ray emission at 
the supposed apogee of SMILE at (6.8, 7.7, 17.1) 
RE in GSM coordinates. The center of the image is 
at the subsolar magnetopause ~10.0 RE. 
 
Global MHD models predict the spatial distribution 
of the fluid density and velocity, as well as the 
position of the magnetopause in any particular time. 
The intensity of X-ray emission integrated along 
the line of sight can be calculated as shown below 
[10]: 
 
                                     ,  where NSW – the solar wind 
ion density, NH – the exospheric neutral density 
[11], and Vrel – the relative velocity between two 
species which depends on the solar wind bulk 
velocity and thermal speed. An example of such 
calculation is shown in Fig. 2. 
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Abstract

Our current understanding of Ganymede’s neutral en-
vironment derives from models which are driven by
a limited set of observations. These include remote
sensing UV measurements from close flybys by the
Galileo and Voyager spacecraft and from Earth by the
Hubble Space Telescope (HST).

Estimated parameters from observations include the
column density of H [1,2] and O2 [2,3]. For O2, we
argue that the derivation of the column density was
based on strong assumptions on the plasma environ-
ment, which is poorly characterized. These estimates
have been used as reference values in exospheric mod-
els (e.g. [4,5,6]), but cannot be confirmed without ad-
ditional in situ measurements, which will be made by
the JUICE spacecraft during the late phase of the mis-
sion.

One way to check the consistency between the
estimated column density of the neutral species
and Galileo observations, is to develop a model of
Ganymede’s ionosphere, starting from an exosphere
which reproduces the estimated column densities, and
check that the plasma properties derived by the model
along the flyby trajectories correspond to those mea-
sured by Galileo.

We have developed such a model for Ganymede [7]
using the exospheric configuration from Leblanc et al.
(2018) [4], which reproduces the O2 column density
estimated by Hall et al. (1998) [3]. For the plasma
number density along the Galileo flyby trajectories,
the model underestimates by more than one order of
magnitude the observations. We attribute the cause of
this discrepancy to the assumed configuration of the
neutral exosphere, which we argue to be underesti-

mated.
Here, we present a new possible configuration of

the O2 exosphere which leads to a plasma density in
the ionospheric model that is consistent with that mea-
sured by Galileo along the close flyby trajectories. To
reach agreement, we had to increase the column den-
sity of O2 from the original estimate of Hall et al.
(1998) [3].

We conclude that overall Ganymede’s O2 exosphere
should be denser than what has been assumed so far.
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Abstract
Jupiter’s aurora has been subject of scientific interest
for decades. The current JUNO mission investigates
the magnetospheric environment of Jupiter and in par-
ticular its polar region, which has not been probed by
previous spacecrafts. First observations have now re-
vealed that the electron energization processes in the
acceleration region of the main aurora are more com-
plex than expected. Therefore we investigate wave-
particle interactions by different dissipative and dis-
persive wave modes in the kinetic regime. These are
thought to be an energization mechanism to power au-
roral electrons. We model the propagation properties
of different wave modes by solving the hot plasma dis-
persion relation for various magnetospheric conditions
at Jupiter and aim to find a suitable wave candidate
for further investigation of stochastic acceleration pro-
cesses.
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Abstract 

The Jovian Neutral Atoms Analyser (JNA) is one of 

the sensors of the Particle Environment Package 

(PEP) for the JUICE mission. Mapping of the 

energetic neutral atoms (ENAs) in the Ganymede 

magnetosphere, will offer valuable clues about the 

interaction of the Jovian plasma with the icy moon’s 

surface and the magnetospheric plasma processes. 

We will present expectations of neutral fluxes, 

particularly neutrals produced via charge exchange, 

in the vicinity of Ganymede. From these expectations 

from our model we infer the expectations for JNA 

measurements.  

1. Introduction 

The Jovian system is subject to complex plasma 

physics processes and can therefore be considered as 

a giant particle accelerator. Due to the plasma 

interactions, the Jovian moons are affected by diverse 

processes that lead to a vast range of space 

weathering effects and to a constant mass input to the 

environment of the moons.  

Ganymede possesses a strong intrinsic magnetic field 

that imposes restrictions on the possible trajectories 

of plasma ions in the Ganymede magnetosphere [1]. 

As a result, certain terrains on the surface of the 

Jovian moon are protected against space weathering 

processes while others are not. 

 

The JNA onboard the JUICE spacecraft will measure 

energetic neutral light and heavy atoms in an energy 

range from 10eV to 3keV [2], which covers the 

energy range of ENAs emanating from various 

different ENA production mechanisms. Low energy 

ENAs produced via sputtering and backscattering 

will be used to image the precipitation regions and, in 

particular, the boundary of open and closed field 

lines. In addition, ENAs are expected to be produced 

by the charge – exchange mechanism in the vicinity 

of Ganymede due to the presence of the moon’s 

exosphere. From the measurement of these ENAs, we 

can infer the global plasma distribution in the 

Ganymede magnetosphere.  

In this study we investigate the interaction between 

the Jovian plasma and the Ganymede magnetosphere 

and exosphere. In the Jovian system these 

interactions of the co-rotating magnetospheric plasma 

with the icy moons give rise to several observative 

effects, like for example the UV-aurorae observed on 

Ganymede [6]. 

The energy balance in terms of mass and radiation 

balance is one key scientific question of the mission 

as well as the surface and exosphere composition of 

the Jovian moons [4]. The direct measurements of 

mass flux by the JNA will undoubtedly contribute to 

answer these questions. 

 

2. Model 

To calculate the expected fluxes of ENAs, and 

particularly those resulting from the charge exchange 

processes, we combined the plasma spatial and 

velocity distribution modelled by hybrid simulation 

[5], the exospheric density model for Ganymede [8], 

and the charge exchange cross sections [7].   

The simulations were run for hydrogen and oxygen, 

since these are the prominent species, particularly in 

the energy range covered by the JNA measurements. 

Fig. 1 shows the locations of hydrogen plasma 

particles from [5] in the GPhiO system as a snapshot 

in time. The co-rotating Jovian plasma precipitates 

on the Ganymede magnetosphere from the rear (from 

– x direction), causing a void in front of the moon, 

seen in direction of its trajectory along the orbit. 
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Placing a virtual JNA instrument in the simulation, 

we can, under consideration of the JNA performance, 

derive a prediction of the expected neutral fluxes in 

the instrument. Our studies are a crucial contribution 

to the planning of the JNA mission operation and to 

the preparation of the PEP instruments for Ganymede 

science. 

 

Figure 1  Spatial distribution of H+ in the vicinity of 

Ganymede, reproduced from [5]. Shown in the 

GPhiO system, the Jovian plasma flow is in +x 

direction and Jupiter is located towards + y.  

3. Summary 

The JNA instrument, one of the sensors of the PEP 

scientific payload on the JUICE mission, will 

measure ENAs in the Ganymede magnetosphere and 

exosphere. These measurements will greatly 

contribute to our understanding of the interaction of 

the Jovian plasma with Ganymede, its icy surface and 

its intrinsic magnetic field. Based on a hybrid model 

we derived the neutral fluxes produced by charge 

exchange processes of high energetic plasma 

particles and neutral atoms in the Ganymede 

exosphere and the resulting fluxes expected to be 

measured by the JNA. We present our model, the 

resulting observations and the ENA fluxes along the 

JUICE Ganymede orbit expected to be measured by 

the JNA instrument.  
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Abstract 

Previously two-decade promising numerical 

planetary MHD dynamo-like first principal modeling 

has troubles nowadays in its’ parameter space. It is 

been very far from realistic also gives doubtful 

access to the true physical scales and values via the 

known scaling laws. Here I have analytically 

reintroduced/supplemented those laws and suggested 

hopefully correct and new ones. Under viscosity ν 

control, I outline suitable parameter space and 

supplement simple magnetic laws with magnetic 

energy ρb
2
 exiting kinetic ρu

2
 one. In the opposite – 

inviscid limit I have comparable energies in the 

frame of such one-scale balances. The one-scale 

viscous and my two-scale balances are compatible 

with the Christensen-Aubert magnetic law [1] up to 

moderate magnetic domination. Further, on the way 

to the powerful fast rotating and diffusion-free 

planetary-type dynamos, I’ve got scaling laws with 

strong magnetic dominations those should as well 

obey to the known after Rhines [2] pure 

hydrodynamic scaling. Thus, contrasting to the 

mainstream I advocate sufficient influence of the 

inertia and isolate it integrating the radial component 

of the curl of the momentum equation. In inviscid 

limit this 2D integral-condition gives balance 

between magnetic and inertia terms in contrast to the 

zeroing 1D Taylor condition [3]. Similarly, I 

manipulated with 0-1-2-3D two-three term balances 

in the dynamo-equations for correct analytical 

scaling. On this way, I introduced a variety of typical 

values those have clear physical and prognostic 

meaning matching well to the previously 

observed/estimated magnetic and hydrodynamic 

values inside the Earth, planets and moons of the 

Terrestrial type. 

Order of magnitude estimations  

Convective power F via density anomaly c:  

F=cug.      (-1) 

ONE-SCALE SCALINGS 

Viscous and magnetically dominated scaling 

b
2
/h

2
 = νu/h

3
 > u

2
/h

2
.   (0a,b) 

cg/h = νu/h
3
 = Ωu/H.   (1a,b,c) 

The above gives us scaling laws for the small scale h, 

velocity u and scaled as velocity magnetic field b:  

h = HE
1/3

, u = (F/Ω)
1/2

/E
1/6

, b = (Fν)
1/4

.   (2a,b,c) 

Large ‘viscous’ magnetic/kinetic energy ratio: 

(b/u)
2
 = E

5/6
/S

1/2
 > 1,  S ≡ F/Ω

3
H

2
.  (3a,b,c) 

Inviscid scaling with magnetic ~ kinetic energy 

b
2
/h

2
 = νu/h

3
 > u

2
/h

2
.   (4a,b,c) 

cg/h = u
2
/h

2
 = Ωu/H.   (5a,b,c) 

h = S
1/5

H, u = S
2/5

HΩ = b.   (6a,b,c) 

Inviscid condition via Rayleigh and Ekman numbers: 

S > E
5/3

.     (7) 

TWO-SCALE INVISCID SCALINGS 

Additional Lorentz force scale l > h gives us  

b
2
/l

2
 = u

2
/h

2
 > νu/h

3
.   (8a,b,c) 

Energy eqs & sinus s of angle between U and B give 

F = sub
2
/l.    (9) 

Moderate magnetic domination scaling 

Christensen-Aubert (2006) law [1] works here only if  
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s = l
2
/Hh.    (10) 

Additional to (6-7) scaling laws for typical values: 

b = S
1/3

HΩ, l = S
2/15

H, s = S
1/15

.  (11a,b,c) 

Moderate (~10 for the Earth) magnetic domination: 

(b/u)
2
 = 1/S

2/15
.    (12) 

Strong magnetic domination scaling 

Scaling out B and rewriting (5) I have s-estimation: 

cg = Ωus, cg/h = Ωu/H, s = h/H.  (13a,b,c) 

Additional to (6-7) scaling laws for typical values: 

b = S
1/5

HΩ, l = H, s = S
1/5

.   (14a,b,c) 

 

Thus, the Lorentz force has the largest scale H and 

ratio of magnetic to kinetic energy is very large  

(b/u)
2
 = 1/S

2/5
.    (15) 

 

Summary and Conclusions 

The major result of this paper is inequality 

(7) that provides us with the guide through various 

scaling laws to the truly inviscid and diffusion-free 

MHD dynamos in the Terrestrial planets. Brief 

outlook on the available simple and advanced 

numerical geodynamo-like models places them just 

partly in favor to (7). Thus, the remaining majority is 

viscosity and diffusivity controlled as [4-5] showed it 

for simple-type models. Even the domination of 

magnetic energy over the kinetic one will not 

guaranty approaching to the inviscid limit because 

this is a natural feature of the viscous control under 

the fast rotation due to (13b). That is opposite to (7). 

Moreover, it is easy to show that the viscosity from 

the standard mixing-length theory [6] putted into my 

new pure viscous magnetic law (2c) give us 

“inviscid” Christensen and Aubert law [1].  

The next important result is obtaining of 

new one-scale and two-scale sets of scaling laws. 

Those sets of laws are all sufficiently dependant on 

the inertia in contrast to the mainstream that is under 

the flag of the Taylor (1963) condition [3]. Using the 

considered laws of me one could easy to see that 

even the detailed here Taylor 1D condition could 

hardly satisfy to the classical T ≈ 0 at some rather 

realistic geodynamo parameters. On top of that, my 

2D vector condition (7) directly requires involving 

inertia into the force balance and there is only one 

alternative to this – viscous control.  

The last but not least important result is that 

various laws obtained here could serve for different 

Terrestrial planets, (after some correspondent update) 

Giant planets and fast rotating stars. One-scale 

inviscid laws could be used for Mercury and 

Ganymede where magnetic field value is relatively 

small. Two-scale laws could be suitable for the 

geodynamo-like systems, Gas Giants (Jupiter, Saturn 

and correspondent exoplanets) and the stars. Finally 

viscous control dynamo laws could be suitable for 

the Icy Giants. 
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